


adequate LR image frames to higher resolution restoration, but also construct a general framework based on image
fusion toward the problem of multiframe image interpolation.

Many algorithms have been proposed to improve the resolution of images. Conventional interpolation algorithms,
such as zero-order or nearest neighbor, bilinear, cubic B-spline, and the DFT-based interpolation, can be classified
by basis functions, and they focus on just enlargement of image.2,6,7 Those algorithms have been developed under
assumption that there are no mixture among adjacent pixels in the imaging sensor, no motion blur due to finite
shutter speed of the camera, no isotropic blur due to out-of-focus, and no aliasing in the process of sub-sampling.
Since the assumptions mentioned above are not satisfied in general low-resolution imaging systems, it is not easy to
restore the original high-resolution image by using the conventional interpolation algorithms.

In order to improve the performance of the above mentioned algorithms, a spatially adaptive cubic interpolation
method has been proposed in.8 Although it can preserve a number of directional edges in the interpolation process, it
is not easy to restore original high frequency components which are lost in the sub-sampling process. As a alternative,
multi-frame interpolation techniques which use sub-pixel motion information have been proposed in.9–25

It is well-known that image interpolation is an ill-posed problem. More specifically, we regard a sub-sampling
process as a general image degradation process. Then the regularized image interpolation is to find the inverse solution
defined by the image degradation model subject to a priori constraint.12,13 Since the conventional regularized
interpolation methods used isotropic smoothness as a prior constraints, their interpolation performance for images
with various edges is limited.

As another approach to the high-resolution image interpolation problem, Schultz and Stevenson have addressed a
method for nonlinear single-channel image expansion which preserves the discontinuities of the original image based
on the maximum a posteriori (MAP) estimation technique.26 They also proposed a video superresolution algorithm,
which used MAP estimator with edge preserving Huber-Markov random field (HMRF) prior.14 A similar approach
to the superresolution problem was suggested by Hardie, Barnard, and Amstrong, which simultaneously estimates
image registration parameters and the high-resolution image.16 However, all of these methods have similar Gibbs
priors which represent non-adaptive smoothness constraints.

A spatial image interpolation algorithm using projections onto convex sets (POCS) theory, which obtains high
resolution images from low resolution image sequences, has been studied in.15,10,18,11,27,28 In general, POCS meth-
ods have a simple structure to implement, while theoretical and numerical shortcomings, such as non-uniqueness
of solution and considerable computation, are included in these approaches. For regularized interpolated meth-
ods, deterministic or statistical information about the fidelity to high-resolution image and statistical information
about the smoothness prior are incorporated to obtain the feasible solution between constraint sets. Therefore,
regularization-based interpolation methods may provide more feasible estimates than POCS-based ones. On the
other hand, a hybrid algorithm combining optimized method, such as the maximum likelihood (ML), MAP, and
POCS approaches, was presented by Elad and Feuer.19 They used the regularization weight matrix with locally
adaptive smoothness to obtain higher resolution image quality. A multiframe interpolation algorithm for color video
sequence is suggested by Shah and Zakhor.21 They used a set of candidate motion estimates and chrominance
components to compute accurate motion vectors. In,29 modified edge-based line average (ELA) techniques for the
scanning rate conversion is proposed. Nevertheless, all of the above estimated HR image may have no high frequency
details along edges.

This paper proposes a general framework based on image fusion algorithm toward the problem of multi-frame
image interpolation. Restored HR image frames with high frequency components along the direction of edges can
be obtained from low resolution image frames. In this paper, data fusion approaches are applied to obtain enhanced
HR images and used to analyze the structure of regularized image interpolation algorithms.

This paper is arranged as follows. Section 2 defines mathematical observation models of LR image formation
system. In Section 3, we propose a general framework of multiframe image interpolation algorithm based on image
fusion. Also, steerable filter-based orientation analysis algorithms and new constraints are presented in Section 3.
Some experimental results for high resolution image interpolation are provided in Section 4. Finally, Section 5
concludes the paper.
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Figure 1. Observation model of LR video formation system.

2. OBSERVATION MODEL

In this section, we present an observation model of LR video formation system. Two models are presented: we first
present a model that relates the LR sampled video to the HR continuous image. Then the discrete-discrete model is
followed.

2.1. Continuous-discrete model

Assume that a three-dimensional (3D) object or scene has been imaged onto a two-dimensional (2D) imaging plane.
A block diagram of the observation model is shown in Fig. 1. The original input HR image is denoted by f(x, y) in
the continuous 2D coordinate system (x, y). Here we assume that the HR image goes through several degradation
aspects such as an affine transform, blurring, and subsampling process. First, an affine transformation including
three basic transformations as translation, scaling, and rotation, are modeled to give a motion in the original HR
image. According to the model, the k-th observed image frame in a sequence can be expressed as

fk(x, y) = ak[f(x, y)]dk,θk,sk
, for k = 1, 2, · · · , L, (1)

where ak represents an affine transformation vector function with parameters, dk, θk, sk in the kth frame. Here dk

denotes a translation vector whose elements {dx, dy}, θk denotes a rotation angle, and sk denotes two scaling factors,
{sx, sy}.

The blurring effect of LR photo-detectors is modeled in the second step of the Fig. 1 by a convolution with the
blur kernel, hk(x, y) as in

f̃k(x, y) = fk(x, y) ∗ ∗hk(x, y), (2)

where ∗∗ represents a 2D convolution. Note that the blur is assumed to be spatially linear space-invariant (LSI) and
temporally linear space-variant (LSV) in (2). In fact, the blurring effect of general image degradation system results
from optical blurs such as out-of-focus blur as well as sensor blurs by limitation of the LR photo-detectors mentioned
above. In order to simplify the observation model in this paper, however, we consider only the sensor blurs in the
step of blurring. The third step of the observation model is subsampling with constant sampling intervals, ∆x,∆y,
on 2D rectangular sampling grid. Therefore, the subsampled version of f̃k(x, y) in (2) can be obtained as

f̄k(n1, n2) =

N1
∑

n1=1

N2
∑

n2=1

f̃k(x, y)δ(x− n1∆x, y − n2∆y), (3)

where δ represents the Dirac delta function.

Finally, the affine transformed, blurred, and subsampled discrete images, f̄k(n1, n2) are corrupted by noise as

gk(n1, n2) = f̄k(n1, n2) + ηk(n1, n2), for n1 = 1, 2, · · · , N1, n2 = 1, 2, · · · , N2. (4)

The noise contribution is shown as an additive random process which is statistically uncorrelated with the image.



2.2. Discrete-discrete model

Now, the LR sampled image frames are expressed in terms of a HR sampled image. The HR restoration problem is
then posed as the reconstruction of this HR image from a number of observed LR image frames. Let’s assume that
the HR continuous image, f(x, y), is sampled over Nyquist rate, so that the sampled version of HR continuous image
has no aliasing. By the ideal sampling with Nyquist rate, the discrete HR image, f(m1,m2), can be produced. Here
let the size of discrete HR image be M1 ×M2.

As the previous section, the discrete HR image goes through the same degradation steps as in Fig. 1. Of course,
the function with continuous arguments fk, gk, hk, and, ηk are replaced by arrays of samples taken on 2D rectangular
grid. The first step for affine transformation yields the discrete image performing translation, scaling, and rotation
from the discrete HR image, f(m1,m2), as given in

fk(m1,m2) = Ak[f(m1,m2)]dk,θk,sk
, for m1 = 1, 2, · · · ,M1, m2 = 1, 2, · · · ,M2, k = 1, 2, · · · , L. (5)

Then, in order to account for the blurring effect of LR photo-detectors, the discrete blur function i.e. point spread
function (PSF) is modeled and convolved with fk(m1,m2) in (5) as

f̃k(m1,m2) = fk(m1,m2) ∗ ∗hk(m1,m2). (6)

Next, the affine transformed and blurred image is subsampled as

f̄k(n1, n2) = f̃k(n1
M1

N1
, n2

M2

N2
), for n1 = 1, 2, · · · , N1, n2 = 1, 2, · · · , N2, k = 1, 2, · · · , L. (7)

Finally, the subsampled discrete images over Nyquist rate, f̄k(n1, n2) are corrupted by noise as

gk(n1, n2) = f̄k(n1, n2) + ηk(n1, n2). (8)

As a result, L observed LR image frames, {gk(n1, n2)}
L
k=1, can be obtained.

For simplification it is convenient to use the matrix-vector notation

gk = Hkx+ ηk, for k = 1, 2, · · · , L. (9)

where Hk = SkLkAk. Here Ak denotes the M2×M2 affine transformation matrix for the HR image x of size N 2×1,
Lk is the blurring operator of size M 2 ×M2, and Sk is the subsampling matrix of size N 2 ×M2. Also, gk and ηk
respectively represent an additive Gaussian noise sample and the k-th observed LR image of size N 2 × 1. To apply
the data fusion algorithm in this paper, the observed LR image gk in (9) is assumed to be the sensor image from the
k-th imperfect LR sensor.

3. MULTIFRAME REGULARIZED IMAGE INTERPOLATION ALGORITHM

In this section, we propose a framework of multiframe image interpolation using data fusion and steerable constraints.
The presented interpolation algorithm is introduced by the functional model as shown in Fig. 2. As shown in Fig. 2,
this multiframe image interpolation algorithm is composed of two levels of fusion algorithm. In level-1 fusion, sensor
data i.e. LR image sequence from LR imaging sensor is acquired and combined to obtain LR image frames with more
information. Here, data from different sensors, or sensor channels within a common sensor, are combined before
much preprocessing is performed.

Next, level-2 fusion processing fuses data compatibility and spatially adaptive smoothness constraints to regularize
the ill-posed problem of image interpolation. Specially, this level processing performs mixing or voting images for
the customized purpose. In this research, level-2 fuison is used to incorporate a spatially adaptive regularization
algorithm, which restore/interpolate the HR image from blurred and noisy LR image frames by mixing or voting
the pixel which is suitable for human visual system. As a result, the HR image is restored from several LR sensor
images.
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Figure 2. The structure of the proposed multiframe image interpolation.

3.1. Data fusion for LR image frames: Level-1 fusion

A brief review of the data fusion algorithm, which combines two or more LR image frames to provide more feasible
input image, is presented in this section. In order to perform this level-1 fusion, sensor data is registered by data
alignment processing. Although the purpose of this research is image interpolation with respect to the same scene, the
image frames from single sensor may include arbitrary motion due to moving objects. Therefore, data alignment is
performed through spatial and temporal reference adjustments and coordinate system selection and transformations
that establish a common space-time reference for fusion processing.5 Further details are provided in previous
works.24,25 Data fusion can be implemented at either the signal, the pixel, the feature or the symbolic level of
representation. Here, we use pixel-level fusion which is to merge multiple images on pixel-by-pixel basis to improve
the performance of many image processing tasks.30,4 The reason why we use fusion concept in this algorithm is that
it has advantages for image interpolation. As mentioned before, it presents a better resolution and information of
the scene than the one obtained using only one data set.

There are two approaches to combine LR image frames in the sense of processing domain. One is spatial domain
processing using a gradient and local variance,24 and the other is the transformed domain processing using discrete
wavelet transforms (DWT), discrete wavelet frame (DWF),25 and steerable pyramid, etc. By performing the level-1
fusion in the section, fused LR image frames can be constructed as {ḡk(n1, n2)}

L
k=1. After the data fusion process of

this section, we perform the adaptive fusion based on regularized image interpolation algorithm presented in Sec. 3.2.

3.2. Adaptive fusion based on regularized image interpolation: Level-2 fusion

This level-2 fusion incorporates a voting fusion into the existing iterative regularization structure which fuses data
compatibility and smoothness of the solution to solve the ill-posed problem. However, the existing regularized image
interpolation algorithms do not satisfy the human visual system.23 The human visual characteristics are partly
revealed by psychophysical experiments. According to those experiments, human visual system is sensitive to noise
in flat regions, while it becomes less sensitive to noise at sharp transitions in image intensity. In conclusion, human
visual system is less sensitive to noise in edges than in flat regions.31 Based on the results of the experiments,
various ways to subjectively improve the quality of the restored image have been proposed in.32,33 In this section,
we introduce new adaptive fusion algorithm which is adequate to human visual system and present its efficient
implementation. Also, the steerable orientation analysis and its spatially adaptive constraints are presented to apply
the adaptive voting fusion algorithm as a criterion of feature classification.



3.2.1. The existing regularization approach

In order to solve (9), the regularized image interpolation algorithm tries to find the estimate, x̂, which satisfies the
following optimization problem.22

x̂ =
arg min
x f(x), (10)

where

f(x) =

L
∑

k=1

fk(x) =

L
∑

k=1

[

||ḡk −Hkx||
2 + λ||Cx||2

]

, (11)

where C is aM2×M2 matrix which represents a high-pass filter, and ||Cx||2 represents a stabilizing functional whose
minimization suppresses high frequency components due to noise amplification. And λ represents the regularization
parameter which controls the fidelity to the original image, ||ḡk − Hkx||

2, and smoothness of the restored image,
||Cx||2.

The cost function given in (11) can be minimized as34

L
∑

k=1

[HT
k Hk + λCTC]x =

L
∑

k=1

HT
k ḡk. (12)

The above solution in (12) results from a batch processing which assumes that all data are available to be considered
simultaneously. That is, we assume that all n observations are available, select an optimization criterion, and proceed
to find the value of x that best fits the L observations. Batch approach is often used in situations for which no time
critical element is involved. These approaches have an advantage of getting more feasible solutions.

In order to solve the above equation given in (12), the successive approximation equation describing the interpo-
lated image x, at the (l + 1)-th iteration step, is given by

xl+1 = xl + β
{

L
∑

k=1

HT
k ḡk −

L
∑

k=1

[HT
k Hk + λCTC]xl

}

(13)

where ḡk represents the fused LR image frame from P consecutive LR image frames {gk−P−1

2

, · · · , gk, · · · , gk+ P−1

2

},

with odd P , and β the relaxation parameter that controls the convergence as well as convergence rate. In dealing
with iterative algorithms, the convergence and the rate of convergence are very important. Unless convergence is
guaranteed, the iterative algorithm cannot be used. Even if convergence is guaranteed, sufficiently high rate of the
convergence is needed for practical applications. In-depth convergence analysis has been proposed in.33

3.2.2. Steerable filter based orientation analysis35

This section provides an orientation analysis algorithm to apply the adaptive image fusion using regularization in next
section. Oriented filters are useful in many image processing and early vision tasks. Freeman and Adelson developed
the concept of steerable filters, in which a filter of arbitrary orientation is synthesized as a linear combination of
a set of basis filters. The quadrature pair filters are the derivative Gaussian filters and their Hilbert transform
respectively. The basic idea of steerable filters is to apply the a small number oriented basis filters to an image and
then, by linear combination of the responses to the different filters, determines the responses of filter oriented in an
arbitrary direction.

In this paper, two different sets of steerable filters are used resulting in: a steered filter corresponding to the
second derivative of a Gaussian filter. For a Gaussian filter, the following basis filters are used.

G2a = 0.92132(2x2
1 − 1)e−(x2+y2)

G2b = 1.84264xye−(x2+y2)

G2c = 0.92132(2y2 − 1)e−(x2+y2). (14)

The corresponding steering functions are :

Ka(θ) = cos2(θ)

Kb(θ) = −2 cos(θ) sin(θ)

Kc(θ) = sin2(θ). (15)



A synthesized filter oriented along any direction θ can be represented as:

Gθ
2 = (Ka(θ)G2a +Kb(θ)G2b +Kc(θ)G2c). (16)

A quadrature pair is formed using a Hilbert transformation of the Gaussian filters. A normalized numerical
approximation of the Hilbert transform was obtained, resulting in the following four basis filters:

H2a = 0.97780(−2.254x+ y3)e−(x2
1+y2)

H2b = 0.97780(−0.7515 + x2)ye−(x2+y2)

H2c = 0.97780(−0.7515 + y2)xe−(x2+y2)

H2d = 0.97780(−2.254y + y3)e−(x2+y2). (17)

The corresponding steering function are:

Ka(θ) = cos3(θ)

Kb(θ) = −3 cos2(θ) sin(θ)

Kc(θ) = 3 cos(θ) sin2(θ)

Kd(θ) = − sin3(θ). (18)

The resulting filter steered in the direction θ is

Hθ
2 = (Ka(θ)H2a +Kb(θ)H2b +Kc(θ)H2c +Kd(θ)H2b). (19)

Using the nth derivative of a Gaussian and its Hilbert transform as our bandpass filters, we have

En(θ) = [Gθ
n]

2 + [Hθ
n]

2. (20)

Expressing the steered filter response in terms of the basis filters and steering weights reveals that the above energy
estimate can be expressed as

En(θ) = C1 + C2 cos(2θ) + c3 cos(2θ)

+ higher order terms. (21)

The dominant orientation (one that maximizes the output energy), θd, is given by

θd =
arg[C2, C3]

2
. (22)

and the orientation strength is

Sθ =
√

C2
2 + C2

3 . (23)

3.2.3. Spatially adaptive image fuison using regularizaiton

As an alternative to the nonadaptive processing in (13), we propose a spatially adaptive fusion algorithm by using a
set of P different high-pass filters, Ci, for i = 1, · · · , P , to selectively suppress the high frequency component along
the corresponding edge direction. We assume that the number of edge direction is defined as P = 5, and then each
pixel in an image can be classified into one of monotone, horizontal edge, vertical edge, and two diagonal edges by
steerable orientation analysis. By applying this adaptive fusion algorithm, the HR image can be interpolated from
LR image frames, and five directional edges are preserved in the HR image, simultaneously.

To apply the proposed spatially adaptive fusion algorithm into the existing regularization, a isotropic high-pass
filter C in (13) is replaced by a set of P different high-pass filters, Ci, for i = 1, · · · , P , and the (l+ 1)-st regularized
iteration step can be given as

xl+1 = xl + β
{

L
∑

k=1

HT
k ḡk −

[

L
∑

k=1

HT
k Hk +

P
∑

i=1

λiIiC
T
i Ci

]

xl
}

, (24)
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Figure 3. Adaptive fusion processing based on regularization.

where Ij represents a diagonal matrix with diagonal elements either zero or one. The properties of Ii can simply be
summarized as

IiIj = 0, for i 6= j, and
M
∑

i=1

Ii = I, (25)

where I represents an N2 × 1 identity matrix. More specifically, diagonal element in Ij , which has one-to-one
correspondence with each pixel in the image, is equal to one if it is on the corresponding edge, or zero otherwise.

In order to apply adaptive smoothness constraints to this algorithm, we should determine and classify the edge
orientation in every pixels. At the same time, we should define spatially adaptive high-pass filters {Ci}

P
i=1, corre-

sponding with the direction of dominant orientation at each pixel. In this paper, we use the steerable filter-based
orientation analysis algorithm as an edge orientation classification algorithm in Sec. 3.2.2. Also, the corresponding
directional constraints Cican be defined as

C1 =
1
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. (26)

The orientation analysis algorithm using steerable filter determines the direction, θd, and magnitude, Sθ, of
dominant orientation at each pixel as given in (22) and (23). According to the direction of dominant orientation
at each pixel, the current image xl, is convolved with the corresponding high-pass filter Ci in (20). As a result, we
can fuse directional smoothness constraints which act on preserving edges. Fig. 3 gives an overview of the proposed
adaptive fusion processing based on regularization.

4. EXPERIMENTAL RESULTS

In order to demonstrate the performance of the proposed algorithm, we first make sixteen 64× 64 LR image frames
with white Gaussian noise of 20dB from the 256 × 256 HR lena image. In this experiment, we assume that the LR



(a) Original image (b) Ssubsampled image

Figure 4. Original image and synthetically subsampled image by factor of 1
4 with 20[dB] additive Gaussian noise

image frames have global motion, 4× 4 uniform blur, and subsampling process. Therefore, Ak has only translational
motion components.

Fig. 4(a) represents the 256× 256 HR lena image, 4(b) represents the sixteen 64× 64 degraded images of (a) by
using the degradation model in Sec. 2. Figs. 5(a) and 5(b) show the four times interpolated image of the first frame
by using zero order interpolation method and by using bilinear interpolation method, respectively.

Figs. 6(a), and 6(b) respectively show interpolated images by using the existing regularized interpolation al-
gorithm. For both interpolated images, iteration terminates after 10 iterations. Reguarization parameters λ, are
respectively 0.01 and 1.0. As shown in Figs. 6(a)(b), large λ can suppress noise effectively but makes the image
blurry in high frequency region. On the contrary, small λ in Fig. 6(b) makes noise amplified.

In Fig. 7(a), interpolated images by using the adaptive fusion algorithm excluding level-1 fusion is provided.
Finally, we present the interpolated image by the proposed adaptive regularized interpolation algorithms using level-
1 fusion, shown in Fig. 7(b). For both interpolated images, iteration terminates after 10 iterations and adaptive
constraint sets in (26) are used. We can see some noise included in the image of Fig. 7(b) because of level-1 fusion.
Actually, when level-1 fusion combines higher frequency components from severely noisy LR image frames, noise is
also considered as high frequency components.

5. CONCLUSIONS

In this paper we proposed a general framework of multichannel image interpolation using data fusion and steerable
filter. The proposed framework is composed of level 1, and 2. Level-1 fusion processing is performed in pixel level,
and provides enhanced LR images so that HR image frames can be obtained in the main processing of level-2 fusion.
Level-2 fusion is implemented in feature level. The features of this level provide the spatially adaptive constraints
in the process of fusion. For example, edges of the LR image, i.e. features are classified and fused with data
compatibility which can restore high resolution images. As a result, the fused image by level-2 fusion processing
exists in the intersection of two uncertainty sets such as data compatibility set and smoothness constraint sets. For
example, space variant regularization parameters λi, can be adopted in this level. In this paper, steerable constraints
along the orientation of edge are used in level-2 processing.

In addition, the framework gives a generality multichannel image interpolation algorithms, that is, the conven-
tional multi-channel interpolation algorithms can be analyzed by this framework using data fusion approach. The



(a) Zero-order interpolated image (b) Bilinear interpolated image
(PSNR=23.10[dB]) (PSNR=21.46[dB])

Figure 5. Interpolation by the conventional algorithms

(a) Nonadaptive regularized interpolated image (b) Nonadaptively regularized interpolated image
(PSNR=25.66[dB], λ = 0.01) (PSNR=25.31[dB], λ = 1.0)

Figure 6. Interpolation by the existing regularization



(a) Adaptively regularized interpolated image (b) Adaptively regularized interpolated image using level-1 fusion
(PSNR=25.60[dB], λ1 = 1.0, λ2−5 = 0.1) (PSNR=25.63[dB], λ = 1.5, λ2−5 = 0.5)

Figure 7. Interpolation by the proposed algorithms

algorithm can be divided into adaptive and non-adaptive version. The adaptive algorithm provides higher quality
than non-adaptive version in the sense of high frequency details along the direction of edges.

The proposed framework presents the optimal solution to HR video with edge preserving constraints from LR
video. By applying data fusion concept into this algorithm, regularized image interpolation algorithm, orientation
analysis using steerable filter are combined in this framework.
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